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Recap: Reasoning Model

1vuay

Can you explain RLVR for deep reasoning models

3:07 PM v

& DeepSeek-R1

Thinking...

We are going to explain RLVR (Reinforced Language Models with Vision for Reward) for deep
reasoning models.
However, note that RLVR is a specific method introduced in a paper. Let me recall the details.

The paper "Reinforced Language Models with Vision for Reward" (RLVR) was introduced by
researchers from Google DeepMind and UC Berkeley.

The main idea is to use visual information to provide rewards for training language models to
perform complex, multi-step reasoning tasks.

Why is this needed?

e Traditional language models are trained on large text corpora but may struggle with tasks
that require grounded reasoning (like solving puzzles that involve visual or spatial
understanding).

e RLVR proposes to use reinforcement learning (RL) where the reward signal comes from a
vision model that checks the correctness of the reasoning steps by interpreting images.

Applications:

e The paper demonstrates applications in tasks such as solving Raven's Progressive Matrices,
geometric reasoning, and other visual puzzles.

Challenges:

e Training such a model is complex because it requires generating images and text together.

e The vision model must be robust to provide meaningful rewards.

This is a high-level explanation. For more details, one should refer to the original paper:
"Reinforced Language Models with Vision for Reward" by Zheng et al. (2023)

Let me know if you have any specific questions.

RLVR (Reinforced Language Models with Vision for Reward) is a framework designed to enhance
deep reasoning models by integrating reinforcement learning (RL) with visual supervision. It
addresses challenges in tasks requiring multi-step reasoning, particularly those involving visual inputs
(e.g., puzzles, diagrams, or multimodal queries). Below is a breakdown:

Core Idea
Traditional language models (LMs) often struggle with complex, multi-step reasoning due to:

e Lack of grounded feedback during training.
» Difficulty verifying intermediate reasoning steps.

e Sparse rewards (only final outcomes are evaluated).
RLVR tackles this by:

1. Generating step-by-step reasoning traces (e.g., chain-of-thought).
2. Using vision models to provide dense rewards for each step based on visual alignment.

3. Fine-tuning the LM using reinforcement learning to maximize cumulative rewards.
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Recap: Long CoT Patterns Emerging in RLVR Training

DeepSeek-R1 and Kimi-k1.5 choose the extremely simple recipe — Reinforcement Learning

DeepSeek-R1-Zero average length per response during training

12000 -
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6000 -
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Average length per response

2000 A

0 2000 4000 6000 8000
Steps

Model naturally develops long CoT during RL

Guo, Daya, et al. "Deepseek-rl: Incentivizing reasoning capability in lIms via reinforcement learning." arXiv preprint arXiv:2501.12948 (2025).
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Recap: Self-Reflection Emerging in RL
Training

Exam p|e: Question: If a > 1, then the sum of the real solutions of \/ a—VYa+x = xis equal to

Response: <think>
To solve the equation \/ a — ya+x = x, let’s start by squaring both - - -

(\/a—\/m)2=x2 — a—+Va+x=x%

Rearrange to isolate the inner square root term:
(a-x*)’=a+x = a*-2ax’+(x*)?=a+x = x*-2ax* -x+(a*-a) =0

Wait, wait. Wait. That’s an aha moment I can flag here.

Let’s reevaluate this step-by-step to identify if the correct sum can be - - -
We started with the equation:

Va—-+Va+x=x

First, let’s square both sides:

a-— a+x=x2 - at+x=a—Xx

Next, I could square both sides again, treating the equation: - - -
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Without reward model, long CoT and self-reflection just naturally emerge.



Why Synthetic Data

Pre-training as we know it will end

Data is not growing and we are
hitting the data wall

-« The fossil fuel of Al
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 Internet. We have, but one Internet. You could even say you can even go as far as to say.
- That data is the fossil fuel of Al. It was like, created somehow. And now we use it.

— — —




Synthetic Data in Pretraining

Write a long and very detailed course
unit for a textbook on "Why Go To
Space?" intended for young children.

We are currently writing the first
chapter: "1. Introduction”.

You will be writing the first sub-unit
for this chapter.

Write the new sub-unit titled "1.1. Why
do we spend billions of dollars
exploring space?"” while trying to be:

...(truncated)

young children books, so use very
simple, everyday words and phrases that
a 10-year-old would easily understand.
Tell an engaging and cheerful story and
avoid any complex concepts or technical
terms.

Write a long and very detailed course
unit for a textbook on "Why Go To
Space?" intended for professionals and
researchers in the field.

We are currently writing the first
chapter: "1. Introduction”.

You will be writing the first sub-unit
for this chapter.

Write the new sub-unit titled "1.1. Why
do we spend billions of dollars
exploring space?"” while trying to be:

...(truncated)

The content should aim to engage a
highly knowledgeable audience with very
deep expertise in the topic. Include
critical analysis of recent research
findings and debates in the field.

Huggingface. Cosmopedia: how to create large-scale synthetic data for pre-training. 2024
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Prompts

Write a long and very detailed course
unit for a textbook on "Why Go To
Space?" intended for high school
students.

We are currently writing the first
chapter: "1. Introduction”.

You will be writing the first sub-unit
for this chapter.

Write the new sub-unit titled "1.1. Why
do we spend billions of dollars
exploring space?" while trying to be:

...(truncated)

Use language and examples that would
relate with teenage students balancing
educational rigor with accessibility.
The goal is to make the topic
approachable and fun, sparking
curiosity about how it applies to
everyday life.



How to Obtain Prompts?

Diversity is the biggest issue for large scale data synthesis

Human data is naturally diverse

Instruction data Curated sources
Khan Academy

OpenStax
3%

9%
WikiHow

75%

Stanford
Web data

Huggingface. Cosmopedia: how to create large-scale synthetic data for pre-training. 2024
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Synthetic Data in Pretraining

Prompt:

Here is an extract from a webpage: "The Cardiovascular BioImaging Core
offers the latest echo technology, including real-time three-dimensional
(3D) and 4D, and speckle tracking imaging. Real-time 3D and speckle tracking
echocardiography are new technologies that give accurate measures of
regional and global cardiac function. These technologies rival information
obtained by more expensive modalities (like cardiac MRI) and
have..(truncated).".

Write an informative and insightful blog post that expands upon the extract
above, within the context of "Medicine".

Web extract/seed sample:

The Cardiovascular BioImaging Core offers the

latest echo technology, including real-time

three-dimensional (3D) and 4D, and speckle

tracking imaging. Real-time 3D and speckle __>
tracking echocardiography are new technologies

that give accurate measures of regional and global

cardiac function. These technologies rival

information obtained by more expensive modalities

, . Your post should delve into the nuances of the topic, offering fresh
(like cardiac MRI) and have... (truncated)

perspectives and deeper analysis.

. Aim to:

Topic: - Inform: Provide valuable, well-researched information that educates the
Medicine reader.

- Engage: Write in a conversational tone that connects with the audience,
making complex ideas accessible.

- Illustrate: Use examples, anecdotes, or personal experiences to bring the
topic to life. Do not give a title and do not start with sentences like
"Have you ever..." or "Hello dear readers.."”, simply write the content
without these introductory phrases.

Huggingface. Cosmopedia: how to create large-scale synthetic data for pre-training. 2024
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Synthetic Data at Large Scale is very Challenging

Train with human data
performance

Train with synthetic data

Training compute

Diversity is the biggest issue here, no diversity, no scaling
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Synthetic Data at SFT is Very Successful

N
@ Meta

LLaMA 7B
Text-davinci-003
9
S \ Supervised
’ 52K Finetuning Alpaca 7B
175 Self- Modified Self-instruct Instruction-following
Instruct Instruction Generation examples
seed tasks
Example seed task Example Generated task
Instruction: Brainstorm a list of Instruction: Brainstorm creative
possible New Year's resolutions. ideas for designing a conference
Output: Aadl
- Lose weight Output:
- Exercise more ... iIncorporating flexible
- Eat healthier components, such as moveable
walls and furniture ...

Taori et al. Alpaca: A Strong, Replicable Instruction-Following Model. 2023
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How to Evaluate Synthetic Data

e Extrinsic: Does it help in a downstream task?

Method 1 Data 1 Model 1 Eval 1

% — —»%—»@

Method 2 Data 2 Model 2 Eval 2

e Intrinsic: What are the characteristics of the data or
generation process?

11



Intrinsic Evaluation of Synthetic Data

e Questions regarding whether the data is correct, judged
by manual or automatic methods

e E.g. Self-Instruct manually annotates:

Quality Review Question Yes %
Does the instruction 929
describe a valid task? y
Is the input appropriate 799

for the instruction?

Is the output a correct and acceptable

response to the instruction and input? 38%

All fields are valid 54%

Wang et al. Self-Instruct: Aligning Language Models with Self-Generated Instructions. 2022
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Intrinsic Evaluation of Synthetic Data

Generally, we look at helpfulness (correctness), diversity, complexity

13



How to Generate Synthetic Data

Given diverse queries, obtaining responses is fine with distillation
Synthesizing high-quality queries is not easy

14



How to Create Synthetic Data

. . y : Step 2: Classification
17§ seed ta.sks with Task Pool Step 1: Instruction Generation Task Identification
1 instruction and

~
1 instance per task i
S LM
) : :

~

famous person on this topic. %

Instruction : Give me a quote from a J e e

Step 3: Instance Generation

= Yes
Instruction : Find out if the given text is in favor of or against abortion. | y.
tep 4: Filteri , »
AL cring Class Label: Pro-abortion “
Input: Text: I believe that women should have the right to choose whether or not Output-first LM
\kthey want to have an abortion. 3

nstruction : Give me a quote from a famous person on this topic.

Input: Topic: The importance of being honest.

\\K Output: "Honesty is the first chapter in the book of wisdom." - Thomas Jefferson ) Input-first

Wang et al. Self-Instruct: Aligning Language Models with Self-Generated Instructions. 2022
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How to Create Synthetic Data

Human

) Sector I: Questions about the World

o I
 Meta Topics Su.b —oxe- Questions 'about
° . Topics &~ Conceptions
Model &%
- Detailed
Wikidata W/ — uestions
___Representative __ Meta _%se “
Search C)\_ Entities Questions O’I._ Associated
Engine Questions
@ Sector II: Creation and Writing
Human R— :
. Material .
Material . Detailed
— —— Generation .
" Types Instructions Instructions
Model &g s
»" Sector lll: Assistance on Materials
(R
C4 yusy

. o uestions or
Materials ox0 < .
- Instructions

Ding et al. Enhancing Chat Language Models by Scaling High-quality Instructional Conversations. 2023
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How to Create Synthetic Data

& Technology
) Food and drink

A Fashion and style

©) Nature and the environment
= Education and learning
Philosophy and ethics

#F Creativity and inspiration

&) Health and wellness E%c’ Travel and adventure

S Art and culture #%# Science and innovation

% Relationships and dating & Sports and fitness

J’ﬂ Music and entertainment @ Politics and current events

< Money and finance Work and career

O History and nostalgia &% Social media and communication

) Personal growth and development i Spirituality and faith

QELQ Pop culture and trends ¢$ Beauty and self-care fg‘j Family and parenting
Entrepreneurship and business [ Literature and writing Gaming and technology
@m Mindfulness and meditation o Diversity and inclusion & Travel and culture exchange

Table 2: 30 meta-concepts used to generate the first sector of UltraChat data.

=5 Articles and Blog Posts

iy Legal Documents and Contracts
% Screenplays

#rl Marketing Materials

% Emails

88

T Recipes and Cooking Instructions

Product Descriptions and Reviews

g}’ Job Application Material g’é Stories

gJ Poems = Educational Content

¥® Scripts for Language Learning Technical Documents and Reports
% Social Media Posts 8 Personal Essays

Scientific Papers and Summaries Speeches and Presentations

52| News Articles ) Song Lyrics

<> Programs and Code

Table 3: 20 types of text materials used for sector 2 and 3 UltraChat generation.

Ding et al. Enhancing Chat Language Models by Scaling High-quality Instructional Conversations. 2023
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How to Create Synthetic Data

Model Vicuna | Commonsense | World Knowledge | Professional Knowledge Ability Writine | Overall
Set Easy Moderate | Easy  Difficult | Physics Biology Math Reasoning 5
Dolly-12B 6.61 1.77 7.90 8.53 8.50 8.57 8.53 6.43 5.13 6.36 7.15
MPT-7B 8.38 8.17 9.07 8.30 8.87 8.57 8.87 8.80 7.53 7.76 8.32
OpenAssistant-12B 8.40 8.97 8.70 9.57 8.23 8.67 8.80 8.80 8.17 7.81 8.47
Baize-13B 8.36 9.03 8.87 9.37 8.97 8.83 8.93 8.50 8.57 7.90 8.57
Alpaca-7B 8.05 9.50 8.83 9.67 9.17 8.60 8.80 9.10 7.80 8.16 8.60
Koala-13B 8.60 9.53 8.93 9.77 9.23 9.10 9.33 8.90 8.70 8.34 8.88
Vicuna-13B 8.63 9.53 9.03 9.63 9.27 9.00 9.27 9.10 9.10 8.51 8.96
ChatGPT 8.79 9.77 9.07 9.77 9.30 9.07 9.27 9.37 9.63 8.63 9.12
UltralLLaMa-13B 8.70 9.70 9.03 9.90 9.33 9.17 9.27 9.27 8.87 8.51 9.02

18
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How to Create Synthetic Data

4 Question Bootstrapping )
L e e e - - - — — — - —
\
( (Rephrasing (Question: What is the total amount that James paid when R
: he purchased 5 packs of beef, each weighing 4 pounds, at a price of $5.50 | |
( \ I \&Pound? Answer: [N NN ] ) :
Meta-Question: James buys 5 I : : -
e og (T A T Zach | (Self-Verification (Question: James buys x packs of beef that are 4 N :
The price of beef is $5.50 per pound: | | pounds each. The price of beef is $5.50 per pound. He paid 110. What is |
\How much did he pay? ) : _the value of unknown variable x? AnSwer: ...... y :
: (FOBAR (Question: James buys x packs of beef that are 4 pounds each, : 2
Answer: He bought 5%4=20 i | The price of beef is $5.50 per pound. How much did he pay? If we know (| F inetune MetaMath
pounds of beef. So he paid 20 * 5.5 | | the answer to the above question is 110, what is the value of unknown | | | [.I.aMA-2 ctalvia
0N nhelans werhs B0 '\ \_variable x? Answer: ...... J )}
Answer Augment: James buys 5 packs of beef that are 4 pounds each,
Original Data so he buys a total of 5 * 4 = 20 pounds of beef. The price of beef is $5.50
er pound, so he pays 20 * $5.50 = $110. The answer is: 110

—

MetaMathQA
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Test Accuracy (%)

How to Create Synthetic Data

GSMSK o MATH
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Better than Training on Human Data
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Back-translation for Synthetic Data Generation

Given an output, generate a corresponding input

Given web text y, generate instruction x for which y would
be a good response

Output: It doesn’t matter where you are in the world, how old A

you are, or how much you know about meditation, it's for
everyone. The benefits of meditation are endless. Medication
can be as simple as sitting quietly for five minutes..

What kind of instruction could this be the answer to?
\\Instruction: Write an essay about the benefits of meditation.

Li et al. Self-Alignment with Instruction Backtranslation. 2023
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Transformation of Existing Data

Use or retrieve existing data, then transform it into an example under the
desired task

22



Transformation of Existing Data

(1) Recall from Web URL Select

EE CRE
| Seed [:=!l] — Fast-Text —— fccj— —

@ Q-A Pair Extraction
Pre-process

A 4

LLM Extraction

B Raw Docs Unformatted Text, Site Information, Ads

Topics Science\nAnatomy&Physiology\nAstronomy\nAstrophysics
\nBiology\nChemistry \n...Socratic Meta...Featured Answers

How do you simplify #((u”4v”*3)/(u”*2v”*-1)*4)"0# and write it using only
positive exponents?

Answer by NickTheTurtle (Apr 1, 2017)

Explanation:\nAnything raised to the \(0*{th}\) power is simply 1.
\n\nRelated Questions\n What is the quotient of powers property?
\n\n\n\n How do you simplify expressions using the quotient
rule?..\nlmpact of this question\n1274 views around the world
#Apps\niOS\nAndroid\nLinks\n[Privacy](#)\n[Terms](#)\n[Help](#)

% Extracted QA Formatted QA but lacking detailed solutions

Question: How do you simplify (u* v3/(u? v=1)*)? and write it using
only positive exponents?
Answer: Explanation: Anything to the Oth power is just simply 1.

Yue et al. MAmMmMOoTH?2: Scaling Instructions from the Web. 2024

URL Filter —>B—> Fast-Text ><:c>j—>’@

@) Q-A Pair Refinement

Decontaminate — LLM Refinement

.....

Question:
How do you simplify (u* v3/(u? v~1)*)%and write it using only
positive exponents?

Answer:

To simplify the expression (u*v3/(u?v=1)*)° and rewrite it
using only positive exponents, we start by evaluating the
expression from the innermost operation outward.

First, consider the exponent of zero on the entire fraction:
Any expression raised to the power of zero is equal to 1 (provided
the base is not zero). Therefore, (u* v3/(u?v=1)")0 =1

This simplification makes the other calculations unnecessary
because raising any non-zero expression to the power of zero will
always resultin 1.

So, the simplified expression is simply: 1

23



Rephrasing documents for pretraining

Use LMs to paraphrase noisy web text to create new data!

For the following paragraph give me a
paraphrase of the same in high quality English
language as in sentences on Wikipedia

Rephrase
Model 3K

Avg. Zeroshot Accuracy
S
S

| ) 43
—— f e-m» \NNRAP-85B (ours)
Synth QO 42
o) w-me  C4-85B
§ 41 em C4-170B
o o= RW-300B
.. o) 40
Noisy % 0 100 200 300
# ) Pre-training = Tokens seen (in Billions)
®

Maini et al. Rephrasing the Web: A Recipe for Compute and Data-Efficient Language Modeling. 2024
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How to Filter Synthetic Data

Correctness Filtering
Quality Filtering
Diversity Filtering

25



Quality Filtering
Can simply asking LLM to judge the quality

You are evaluating a response that has been submitted for a particular task, using a specific set of standards. Below is the data:

[BEGIN DATA]

*kok

[Task]: {task}

*oksk

[Submission]: {submission}

®kk

[Criterion]: helpfulness:

"1": "Not helpful - The generated text is completely irrelevant, unclear, or incomplete. It does not provide any useful information to the user."
"2": "Somewhat helpful - The generated text has some relevance to the user’s question, but it may be unclear or incomplete. It provides only
partial information, or the information provided may not be useful for the user’s needs."

"3": "Moderately helpful - The generated text is relevant to the user’s question, and it provides a clear and complete answer. However, it may
lack detail or explanation that would be helpful for the user."

"4": "Helpful - The generated text is quite relevant to the user’s question, and it provides a clear, complete, and detailed answer. It offers
additional information or explanations that are useful for the user. However, some of the points of the response are somewhat repetitive or could
be combined for greater clarity and concision”

"5": "Very helpful - The generated text is highly relevant to the user’s question, and it provides a clear, complete, and detailed answer. It offers
additional information, explanations, or analogies that are not only useful but also insightful and valuable to the user. However, the structured
of the response is not well-organized and there is no clear progression or logical sequence of different points in the response."

"6": "Highly helpful - The generated text provides a clear, complete, and detailed answer. It offers additional information or explanations that
are not only useful but also insightful and valuable to the user. The response is also in a logical and easy-to-follow manner by explicitly using

headings, bullet points, or numbered lists to break up the information and make it easier to read."
®Ek

[END DATA]

Does the submission meet the criterion? First, write out in a step by step manner your reasoning about the criterion to be sure that your
conclusion is correct. Avoid simply stating the correct answers at the outset. Then print the choice only from “1, 2, 3, 4, 5, 6” (without quotes
or punctuation) on its own line corresponding to the correct answer. At the end, repeat just the selected choice again by itself on a new line.

Zhou et al. Less is More for Alignment. 2023. >



Diversity Filterin

Filter similar examples as defined by

Rouge-L (Self-Instruct; Impossible Distillation)

Embedding similarity (onit, DiverseEvol, DEITA)

Semantic tags @instao) 2 o you e prariee

some examples of The user is asking for specific examples of

ot L telemedicine platforms.
specific telemedicine
platforms that
healthcare providers
commonly use?

4
-

The user is inquiring about the technological aspects
of telemedicine platforms.

7 The user wants information specifically related to
¢/ Can you please adcﬁ healthcare providers and their use of telemedicine
some statistics on platforms.
how many patients
L e Lt This t fers to the intention of ting th
. is tag refers to the intention of requesting the
tele".‘ed]'Clne. addition of statistical information on the
services during the utilization of telemedicine services during the
pandemic and how pandemic and the satisfaction levels of patients.
many of them were

atisfied with it?
[ }g This tag indicates the intention of requesting
LR J ..

specific data or information to support an argument
or statement.

27



How Do We Use Synthetic Data

Supervised RL Evaluation
Pretraining Finetuning  Training & Analysis

7 O\

pre sFT) ‘AL Eval

~—__~
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Synthetic Data is Naturally Rooted in RL

Synthetic data in SFT are typically from other models, while synthetic data in
RL are from the model to be optimized What is the difference?

100 -
2 80- I
-
©
o 60-
7 £ In-Distribution A
Q
¥ 40 - Out-of-Distribution
=
wn © SFT RL
50 - \ e /
O B 1 I 1 SERALLALIALL L AL e I |
0.0 0.5 1.0 LD 2.0 2.0

Training Computation (GFLOPs) 1e9
SFT Memorizes, RL Generalizes:

Chu et al. SFT Memorizes, RL Generalizes: A Comparative Study of Foundation Model Post-training. 2025
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Synthetic (query, answer) Pairs in RL

Bag of Logical Tasks ' Our Working Flow 2Q%

E@El Task Selection &
->

Parameter Identification

= Difficulty Control
Arrow Maze @ Logic Instance
Generation

ANS

a3 Prompt Formalization
s

RL only needs a query and verification script

Liu et al. SynLogic: Synthesizing Verifiable Reasoning Data at Scale for Learning Logical Reasoning and Beyond. 2025
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Thank You!
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