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Recap: Multi-head Self-Attention
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Recap: Multi-head Self-Attention
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Concat and output projection



Recap: Multi-head Self-Attention + FFN
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Recap: Transformer Encoder
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Currently we only cover the encoder side

This encoder-decoder arch is originally proposed as a seq2seq arch, for classification tasks, often only 
encoder is used. And language models often only have a decoder



Recap: Masked Attention
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Typical attention attends to the entire sequence, while masked 
attention only attends to the ones on the left because future words 
have not been generated



Masked Attention
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Transformer Decoder in Seq2Seq
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Self-attention

Cross-attention

Cross-attention uses the output of 
encoder as input



Transformer Language Model (e.g., ChatGPT)
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Position Embeddings
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Question: If we shuffle the order of words in the 
sequence, will that change the attention output 
and feed forward output of the corresponding 
word?

Position embeddings are added to each 
word embedding, otherwise our model is 
unaware of the position of a word



Positional Encoding
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Transformer Positional Encoding
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Complexity
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n is sequence length, d is embedding dimension.

Square complexity of sequence length is a major issue for transformers to deal 
with long sequence

Restricted self-attention means not attending all words in the 
sequence, but only a restricted field



Language Model Training with 
Limited Context
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Dai et al. Transformer-XL: Attentive Language Models Beyond a Fixed-Length Context. 2019.



Transformer Language Model (e.g., ChatGPT)
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Language Model Pretraining
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Pretraining
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Source Data A (maybe a different task) Target Data B

Model

Train on data A first

Model

Then train on data B

Classically, this is transfer Learning

It is now called pretraining because of the scale of A



Pretraining
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Source Data A (maybe a different task) Target Data B

Model

Train on data A first

Model

Then train on data B

For supervised training, data A is often limited

How can we find large-scale data A to train?



BERT
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Mask language modeling

Transformer 

<start> The [mask] ate 

mouse

the cheese

Construct a synthetic task from raw text only
Can be made very large-scale

Is Bert a language model? Is it a generative model?
Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for 
Language Understanding. NAACL 2019.

Self-supervised Learning



Generative Pre-Training (GPT)
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Radford et al. Improving Language Understanding by Generative Pre-Training. 2018	



Suppose I just want to do a sentence classification 
task, bidirectional or masked attention is better?
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Suppose I just want to do a sentence classification 
task, bidirectional or masked attention is better for 

pretraining?
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Pretraining Data
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We want to start with clean text

Wikipedia	
Books



Pretraining Data Reality
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In practice, the web is the most viable option for data collection.

In the digital era, this is the go-to place for general domain human knowledge.

But web data can be challenging to work with	
Copyright and usage constraints, privacy	
Data is noisy, dirty, and biased



Example Noisy Web Data
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Web Data Pipeline
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Content is posted to the web	
Web crawlers identify and download a portion of the content	
The data is filtered and cleaned



Web Data Pipeline
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How to Clean Text Data
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1. Remove noisy, spammy, templated, and fragmented texts	
2. Select higher quality texts from a massive candidate pool	
3. Avoid toxic and biased content



What Defines Good Pretraining Data?
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1. Clean (fluent)	
2. Diverse (covers many domains)	
3. Non-trivial (a trivial case is to learn from massive documents and each 

has no more than 20 words)	
4. “high-quality”

“intelligence” of the data is high, generally requiring a lot of knowledge and 
reasoning to predict the next word 



How to Identify High-Quality Content
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Rule-based Heuristics	
Classifiers (how to use GPT4 to help train GPT5?)



Notable Datasets
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Wikipedia dataset	
CommonCrawl	
Colossal Clean Crawled Corpus (C4)	
FineWeb	
Dolma



Wikipedia Dataset
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CommonCrawl
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Preprocessing Clean Text
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After the text is cleaned, now we need to convert it into a batch of training data



Tokenizing Text
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A tokenizer takes text and turns it into a sequence of discrete tokens

A vocabulary is a list of all available tokens

Example: “A hippopotamus ate my homework”



Word-Level Tokenization
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rule-based (split text by spaces, punctuation, and other similar heuristics)

Challenges

Open vocabulary problem	
Many words may never appear in training data (becomes [UNK])	
This is more severe in other low-resource languages	

Words with typos also get tokenized as [UNK]



Character-Level Tokenization
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Pro: No unseen tokens anymore	
Con: Sequence is unnecessarily long, expensive to work with



Sub-word Tokenization
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Words get split into multiple tokens	
Vocabulary is build dynamically	
Frequent words get assigned their own tokens	
Rare words are split into subwords



Byte Pair Encoding (BPE)
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Advantages of Subword Tokenization
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Controlled vocabulary size 	
Strike a good balance between word-level and character-level	
Frequent words kept whole	
Tail words split to sub-words	
More observations on sub-words	
Utilization of morphology information



Batching Data
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Thank You!
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