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Post questions on Canvas	
You will try training a baby llama model, implement basic attention and 
sampling methods, and do inference with the trained model 



Review: Pretraining Data
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We want to start with clean text

Wikipedia	
Books



Review: Preprocessing Clean Text
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After the text is cleaned, now we need to convert it into a batch of training data



Tokenizing Text
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A tokenizer takes text and turns it into a sequence of discrete tokens

A vocabulary is a list of all available tokens

Example: “A hippopotamus ate my homework”



Word-Level Tokenization
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rule-based (split text by spaces, punctuation, and other similar heuristics)

Challenges

Open vocabulary problem	
Many words may never appear in training data (becomes [UNK])	
This is more severe in other low-resource languages	

Words with typos also get tokenized as [UNK]



Character-Level Tokenization
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Pro: No unseen tokens anymore	
Con: Sequence is unnecessarily long, expensive to work with



Sub-word Tokenization
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Words get split into multiple tokens	
Vocabulary is build dynamically	
Frequent words get assigned their own tokens	
Rare words are split into subwords



Byte Pair Encoding (BPE)
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Advantages of Subword Tokenization
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Controlled vocabulary size 	
Strike a good balance between word-level and character-level	
Frequent words kept whole	
Tail words split to sub-words	
More observations on sub-words	
Utilization of morphology information



Batching Data
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In-Context Learning

12



Pretraining -> Fine-Tuning
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Paradigm shift around 2018



BERT
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Mask language modeling

Transformer 

<start> The [mask] ate 

mouse

the cheese

Construct a synthetic task from raw text only
Can be made very large-scale

Is Bert a language model? Is it a generative model?
Devlin et al. BERT: Pre-training of Deep Bidirectional Transformers for 
Language Understanding. NAACL 2019.

Self-supervised Learning



BERT
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Pre-train an encoder-only model with mask infilling and sentence ordering 
objectives.	
Finetune once per NLP task



GPT-1
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Pre-train a decoder-only LM with a language modelling objective.	
Finetune once per NLP task



Natural Language Inference (NLI) Example
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Disadvantage of Fine-Tuning for Each Task
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One model per task is fine for small models, but not for today’s big ones.	
Training is expensive	
Overfitting on small datasets	
Storing one model for each task is expensive



Solutions
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Avoid fine-tuning entirely	
In-context learning	

Parameter-efficient fine-tuning	
Multi-task fine-tuning -> instruction tuning



Is Next Token Prediction Useful?
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Ok, language modeling can be used as pretraining, but is a language model itself 
useful for some tasks directly?

In the late 1980s the Hong Kong Government anticipated a strong demand for university graduates to fuel an economy increasingly based on services. Sir 
Sze-Yuen Chung and Sir Edward Youde, the then Governor of Hong Kong, conceived the idea of another university in addition to the pre-existing two 
universities, The University of Hong Kong and The Chinese University of Hong Kong.
Planning for the "Third University", named The Hong Kong University of Science and Technology later, began in 1986. Construction began at the Kohima 
Camp site in Tai Po Tsai on the Clear Water Bay Peninsula. The site was earmarked for the construction of a new [ ]

Completion

This task seems useless in practice



Language Models are Zero-Shot Learners
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Radford et al. Language Models are Unsupervised Multitask Learners. 2019 (GPT2)



GPT-2
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Radford et al. Language Models are Unsupervised Multitask Learners. 2018.	

Next token prediction can unify many tasks

Machine translation:

Chinese: 今天是学期的最后一天。 
English: 

Question answering:

Q:  What is the capital of the United States? 
A: 

This was an early form of prompting, 
that is widely discussed today

Completion is very general



Zero-Shot Performance of GPT-2
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Radford et al. Language Models are Unsupervised Multitask Learners. 2018.	



Language Models Are Few-Shot Learners

24 Brown et al. Language models are few-shot learners. 2020

In-Context Learning
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Language Models Are Few-Shot Learners

Brown et al. Language models are few-shot learners. 2020



Formally, In-Context Learning is…
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LLM zero-shot learning: a prompt that contains instructions for the task, but no 
actual examples of the task being performed.	
LLM few-shot learning: a prompt that contains both instructions as well as several 
examples of the task being performed.



A Prompt Example for Sentiment Classification
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There are often different ways to 
verbalize a task
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Different “Template”



Essentially, In-context Learning vs 
Fine-tuning?
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They are different ways of utilizing “annotated data”



Parameter-Efficient Fine-Tuning
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Instead of fine-tuning the entire model, we just fine-tune a small amount of 
parameters

Storage savings



Adapter
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Houlsby et al. Parameter-Efficient Transfer Learning for NLP. 2019

Low-Rank



Prefix-Tuning
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Li et al. Prefix-Tuning: Optimizing Continuous Prompts for Generation. 2021



Prefix-Tuning

33
Li et al. Prefix-Tuning: Optimizing Continuous Prompts for Generation. 2021



LORA: LOW-RANK ADAPTATION

34
Hu et al. LoRA: Low-Rank Adaptation of Large Language Models 2021



LORA: LOW-RANK ADAPTATION
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Hu et al. LoRA: Low-Rank Adaptation of Large Language Models 2021



Why Parameter-Efficient Tuning
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Thank You!
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