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Review:	Crowd-Sourcing	Human	
Evalua=on
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hGps://lmarena.ai/

Imagine	any	two	models	can	baGle	a	game,	whose	response	is	beGer

O& open generation

↓Siem jpromp humans

simple/easy instructio-
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Crowd-Sourcing	Human	Evalua=on
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Crowd-Sourcing	Human	Evalua=on

Elo	scores	as	in	sports

-

ot perfect ? humans are not capable
to judge difficult

tasks



Evaluate	Language	Model	
Knowledge

5

Automa(c	evalua(ons	typically	seek	for	objec(ve	metrics

Hendricks	et	al.	Measuring	Massive	Mul(task	Language	Understanding.	2021.
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Evaluate	Language	Model	
Knowledge
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Automa(c	evalua(ons	typically	seek	for	objec(ve	metrics

Hendricks	et	al.	Measuring	Massive	Mul(task	Language	Understanding.	2021.

Example	from	MMLU:

Mul(-choice	QA

Ranging	from	middle	
school	to	college	level

easy verify
L

E -
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Mathema=cal	Reasoning

6
Cobbe	et	al.	Training	Verifiers	to	Solve	Math	Word	Problems

Example	from	GSM8K:	

O

- cannot evaluate the-O 2 process
-

automatically
⑧



Mathema=cal	Reasoning

6
Cobbe	et	al.	Training	Verifiers	to	Solve	Math	Word	Problems

Example	from	GSM8K:	

Short-answer

accuracy

T[metricO-
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Example	from	AIME	(American	Invita(onal	Mathema(cs	Examina(on):	

Mathema=cal	Reasoning

-> final answer

is number



Deep	Research
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hGps://openai.com/index/introducing-deep-research/

evaluate

↓ L

E



Deep	Research
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hGps://openai.com/index/introducing-deep-research/

Hard	to	Evaluate

·epseach



Evalua=ng	Deep	Research
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hGps://openai.com/index/browsecomp/

↓

--
---·

verityeasy to searchdeep



Benchmarking	Code	Genera=on
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most productive application



Benchmarking	Code	Genera=on
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Benchmarking	code	genera(on	by	running	tests

#unit tests by humans
&
-~-

O
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SoFware	Engineering

11

Jimenez	et	al.	SWE-BENCH:	CAN	LANGUAGE	MODELS	RESOLVE	
REAL-WORLD	GITHUB	ISSUES?	2024	

D ①
-



SoFware	Engineering
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Jimenez	et	al.	SWE-BENCH:	CAN	LANGUAGE	MODELS	RESOLVE	
REAL-WORLD	GITHUB	ISSUES?	2024	

We	will	cover	more	specific	evalua(ons	when	we	learn	specific	topics	



Instruc(on	Tuning
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From	Task-Specific	to	General

13

Tradi(onal	fine-tuning

⑳-
-one model

pretraining-> each task for all tasks&
-



From	Task-Specific	to	General

14

Modern	Fine-Tuning	(Mul(-Task	Learning)

Sanh	et	al.	Mul(task	Prompted	Training	Enables	Zero-Shot	Task	Generaliza(on.	2022

What	is	zero-shot	task	
generaliza(on?	
Why	is	it	possible?	

q

-
classification
-- ①
-

- E
ST& S

O
O-
I domain generalizati

O dataset genelization

⑧ a no chat apt
O
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Modern	Fine-Tuning	(Mul(-Task	Learning)

Sanh	et	al.	Mul(task	Prompted	Training	Enables	Zero-Shot	Task	Generaliza(on.	2022

What	is	zero-shot	task	
generaliza(on?	
Why	is	it	possible?	

No	Task	Boundary!	Everything	is	seq2seq#
ye

&-



From	Task-Specific	to	General
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Modern	Fine-Tuning	(Mul(-Task	Learning)

Sanh	et	al.	Mul(task	Prompted	Training	Enables	Zero-Shot	Task	Generaliza(on.	2022

What	is	zero-shot	task	
generaliza(on?	
Why	is	it	possible?	

No	Task	Boundary!	Everything	is	seq2seq

This	is	the	early	form	of	promp(ng

O

-g
-



From	Task-Specific	to	General
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McCann	et	al.	The	Natural	Language	Decathlon:	Mul(task	Learning	as	Ques(on	Answering.	2018

An	early	rejected	paper	demonstrated	this	form

O
o translation

earliest attempte↑ --
O
O summarization

O
L
clastication

⑦ ChatGPT: 2022
B
- GPT2 : 2020



Instruc=on	Tuning
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Wei	et	al.	Finetuned	Language	Models	Are	Zero-Shot	Learners.	2022

↓ tradition I

OO
LCL
/- I

-



Instruc=on	Tuning
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Instruc(on	tuning	is	equivalent	to	mul(-task	fine-tuning

Wei	et	al.	Finetuned	Language	Models	Are	Zero-Shot	Learners.	2022

d

-
-



Instruc=on	Tuning
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Wei	et	al.	Finetuned	Language	Models	Are	Zero-Shot	Learners.	2022



Instruc=on	Tuning

17

All	tasks	unified	to	a	sequence-in,	sequence-out	format

Wei	et	al.	Finetuned	Language	Models	Are	Zero-Shot	Learners.	2022

lok example
f zo tasksO
↳

-



What	is	different	for	Instruc=on	
Tuning	from	Tradi=onal	Mul=-Task	

Training?

18



What	is	different	for	Instruc=on	
Tuning	from	Tradi=onal	Mul=-Task	

Training?

18

Data	is	extremely	diverseO



Diverse	Data

19
Wang	et	al.	Self-Instruct:	Aligning	Language	Models	with	Self-Generated	Instruc(ons.	2022

tas k
X, , X2 , X3

↓ - exampley &

Id
excyeuple instruction-

is a task
-

-[
applicatorOform filing
↓



Number	of	Samples	Per	Task	is	Small

20
Wang	et	al.	Self-Instruct:	Aligning	Language	Models	with	Self-Generated	Instruc(ons.	2022

-
tagk A

task B

[V /N
+, Xi .

YS *T % : Yetsy--



Number	of	Samples	Per	Task	is	Small

20
Wang	et	al.	Self-Instruct:	Aligning	Language	Models	with	Self-Generated	Instruc(ons.	2022

52k tasks diverse

-fo
↑

-
82k examples



Number	of	Samples	Per	Task	is	Small

20
Wang	et	al.	Self-Instruct:	Aligning	Language	Models	with	Self-Generated	Instruc(ons.	2022

<2	instances	per	instruc(on	(task)
name



Number	of	Samples	Per	Task	is	Small

20
Wang	et	al.	Self-Instruct:	Aligning	Language	Models	with	Self-Generated	Instruc(ons.	2022

<2	instances	per	instruc(on	(task)

higher
is better

f
s

⑨
6 O

( D
*

from

openAl



Number	of	Samples	Per	Task	is	Small

20
Wang	et	al.	Self-Instruct:	Aligning	Language	Models	with	Self-Generated	Instruc(ons.	2022

<2	instances	per	instruc(on	(task)

Improve	>30	points	by	just	50K	samples

g
O



Number	of	Samples	Per	Task	is	Small

21
Zhou	et	al.	LIMA:	Less	Is	More	for	Alignment.	2023
-
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Zhou	et	al.	LIMA:	Less	Is	More	for	Alignment.	2023
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Number	of	Samples	Per	Task	is	Small

21
Zhou	et	al.	LIMA:	Less	Is	More	for	Alignment.	2023
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&
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Number	of	Samples	Per	Task	is	Small

21
Zhou	et	al.	LIMA:	Less	Is	More	for	Alignment.	2023

1000	training	examples	to	unlock	strong	model	abili(es

no task definition

o



Instruc=on	Tuning	vs	Tradi=onal	
Mul=-task	Fine-tuning

22

Machine	learning	wise,	they	are	the	same	in	terms	of	implementa(on
-
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with	>10K	or	even	more	
samples
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can	improve	pretrained	models	
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Instruc=on	Tuning	vs	Tradi=onal	
Mul=-task	Fine-tuning

22

Machine	learning	wise,	they	are	the	same	in	terms	of	implementa(on

Tradi(onal

Data	is	not	that	diverse,	
typically	10s	of	tasks,	each	task	
with	>10K	or	even	more	
samples

Instruc(on	Tuning

Data	is	diverse,	typically	1-3	
examples	per	task,	and	
thousands	of	examples	in	total	
can	improve	pretrained	models	
a	lot

What	makes	instruc(on	tuning	work	with	so	few	examples?

PRETRAINING

-

-



(Human)	Alignment

23

In	a	narrow	defini(on,	alignment	means	to	adapt	the	language	model	to	follow	
human	instruc(ons	
-



(Human)	Alignment

23

In	a	narrow	defini(on,	alignment	means	to	adapt	the	language	model	to	follow	
human	instruc(ons	

⑳



(Human)	Alignment

23

In	a	narrow	defini(on,	alignment	means	to	adapt	the	language	model	to	follow	
human	instruc(ons	

Some(mes,	typical	
instruc(on	tuning	can	be	
regarded	as	aligning	the	
model



(Human)	Alignment

24

In	a	broad	defini(on,	alignment	means	to	adapt	the	language	model	to	align	with	
human	or	society	values,	so	that	the	models	should	not	be	toxic	or	biased	(we’ll	
cover	safety	aspects	of	LLMs	later	in	this	course)	



(Human)	Alignment

24

In	a	broad	defini(on,	alignment	means	to	adapt	the	language	model	to	align	with	
human	or	society	values,	so	that	the	models	should	not	be	toxic	or	biased	(we’ll	
cover	safety	aspects	of	LLMs	later	in	this	course)	

simple prope

genini-flush o ->⑮5

M- image propt
-⑧ ②Nano-banana as

&
prop to year-

L



(Human)	Alignment

25

Typically	we	need	the	model	to	be	helpful,	harmless,	and	honest000
↓
follow instruction
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Typically	we	need	the	model	to	be	helpful,	harmless,	and	honest

Honest

-S

O

-



(Human)	Alignment

25

Typically	we	need	the	model	to	be	helpful,	harmless,	and	honest

Honest

Models	omen	hallucinate,	giving	incorrect	
answers	when	they	don’t	know

-

-W
-



(Human)	Alignment

26

Instruc(on	tuning	is	just	one	of	the	methods	to	perform	alignment,	
reinforcement	learning	as	we	will	talk	later	is	also	commonly	used



Alignment	in	ChatGPT
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Alignment	in	ChatGPT
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Currently	we	have	covered	Step	1,	will	go	to	step	2	and	3	later

M

-)O
&

instruction tuning



ChatGPT
-

putter
model->atbot



Where	to	get	the	Instruc=on	Tuning	
Data

28

1. Source	from	exis(ng	NLP	tasks	
2. Human	Annota(on	
3. Synthe(c	Genera(on



Thank	You!
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