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Homework 1 is Due Today
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Review: Crowd-Sourcing Human 
Evaluation
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https://lmarena.ai/

Imagine any two models can battle a game, whose response is better
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Crowd-Sourcing Human Evaluation

Elo scores as in sports



Evaluate Language Model 
Knowledge
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Automatic evaluations typically seek for objective metrics

Hendricks et al. Measuring Massive Multitask Language Understanding. 2021.

Example from MMLU:

Multi-choice QA

Ranging from middle 
school to college level



Mathematical Reasoning
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Cobbe et al. Training Verifiers to Solve Math Word Problems

Example from GSM8K: 

Short-answer
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Example from AIME (American Invitational Mathematics Examination): 

Mathematical Reasoning



Deep Research
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https://openai.com/index/introducing-deep-research/

Hard to Evaluate



Evaluating Deep Research
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https://openai.com/index/browsecomp/



Benchmarking Code Generation
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Benchmarking code generation by running tests



Software Engineering

11

Jimenez et al. SWE-BENCH: CAN LANGUAGE MODELS RESOLVE	
REAL-WORLD GITHUB ISSUES? 2024 

We will cover more specific evaluations when we learn specific topics 



Instruction Tuning
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From Task-Specific to General
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Traditional fine-tuning



From Task-Specific to General
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Modern Fine-Tuning (Multi-Task Learning)

Sanh et al. Multitask Prompted Training Enables Zero-Shot Task Generalization. 2022

What is zero-shot task 
generalization?	
Why is it possible? 

No Task Boundary! Everything is seq2seq

This is the early form of prompting



From Task-Specific to General
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McCann et al. The Natural Language Decathlon: Multitask Learning as Question Answering. 2018

An early rejected paper demonstrated this form



Instruction Tuning

16

Instruction tuning is equivalent to multi-task fine-tuning

Wei et al. Finetuned Language Models Are Zero-Shot Learners. 2022



Instruction Tuning
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All tasks unified to a sequence-in, sequence-out format

Wei et al. Finetuned Language Models Are Zero-Shot Learners. 2022



What is different for Instruction 
Tuning from Traditional Multi-Task 

Training?
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Data is extremely diverse



Diverse Data
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Wang et al. Self-Instruct: Aligning Language Models with Self-Generated Instructions. 2022



Number of Samples Per Task is Small
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Wang et al. Self-Instruct: Aligning Language Models with Self-Generated Instructions. 2022

<2 instances per instruction (task)

Improve >30 points by just 50K samples



Number of Samples Per Task is Small
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Zhou et al. LIMA: Less Is More for Alignment. 2023

1000 training examples to unlock strong model abilities



Instruction Tuning vs Traditional 
Multi-task Fine-tuning
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Machine learning wise, they are the same in terms of implementation

Traditional

Data is not that diverse, 
typically 10s of tasks, each task 
with >10K or even more 
samples

Instruction Tuning

Data is diverse, typically 1-3 
examples per task, and 
thousands of examples in total 
can improve pretrained models 
a lot

What makes instruction tuning work with so few examples?

PRETRAINING



(Human) Alignment
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In a narrow definition, alignment means to adapt the language model to follow 
human instructions 

Sometimes, typical 
instruction tuning can be 
regarded as aligning the 
model



(Human) Alignment
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In a broad definition, alignment means to adapt the language model to align with 
human or society values, so that the models should not be toxic or biased (we’ll 
cover safety aspects of LLMs later in this course) 



(Human) Alignment
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Typically we need the model to be helpful, harmless, and honest

Honest

Models often hallucinate, giving incorrect 
answers when they don’t know



(Human) Alignment
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Instruction tuning is just one of the methods to perform alignment, 
reinforcement learning as we will talk later is also commonly used



Alignment in ChatGPT
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Currently we have covered Step 1, will go to step 2 and 3 later



Where to get the Instruction Tuning 
Data
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1. Source from existing NLP tasks	
2. Human Annotation	
3. Synthetic Generation



Thank You!
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