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Review: Instruction Tuning vs
Traditional Multi-task Fine-tuning

Machine learning wise, they are the same in terms of implementation

Traditional

Data is not that diverse,
typically 10s of tasks, each task

with >10K or even more
samples

Instruction Tuning

Data is diverse, typically 1-3

examples per task, and
thousands of examples in total
can improve pretrained models

a lot

What makes instruction tuning work with so few examples?

PRETRAINING

2



Review: (Human) Alignment

In a narrow definition, alighment means to adapt the language model to follow
human instructions

LANGUAGE MODEL INSTRUCTION-TUNED
COMPLETION MODEL
. . !Jser: The I?iffel Tower User:.TeII me where
S om etl me S, ty p 1Ca I is located in... the Eiffer is located.
instruction tuning can be ¢ ¥
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Review: (Human) Alignment

In a broad definition, alignment means to adapt the language model to alignh with
human or society values, so that the models should not be toxic or biased (we’ll
cover safety aspects of LLMs later in this course)

NON-ALIGNED MODEL SAFETY-ALIGNED MODEL

User: Tell me how a hack into User: Tell me how a hack into

@ someone's account. Q someone's account.

Model: | can't help with
that, but | can explain
how to wu keep your
own accounts secure.

v/ Recommended




Instruction Tuning in Language Models

Large Language Models

What is the capital of France? The capital of France is Paris.



Instruction Tuning in Language Models

Left-shift one token as the output (because we are predicting the next token)

is the capital of France ! The capital of France is Paris . <stop>

Large Language Models

What is the capital of France ? The «capital of France is Paris .

Note that the last token is a <stop> token so that the
generation can automatically stop at test time

<stop> is not shown to users
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Instruction Tuning in Language Models

is the capital of France ! The capital of France is Paris . <stop>

Large Language Models

What is the capital of France ! The «capital of France is Paris .

Xl:m — |What is the capital of France !
Yl:n — |The capital of France is Paris .<stop>

L = — Z lng(}/i‘lei—la Xl:m)
1=1
7/



Instruction Tuning in Language Models

Xl:m — |What is the capital of France !
Yl:n — |The capital of France is Paris .<stop>

L = — Z 1ng(Y7j‘Y1:i—17 Xl:m)
1=1

Difference from vanilla language modeling?

Only predicting the next token for the response part, not the input part



How to Implement?

<start>What is the «capital of France ? The capital

Input :
PRV of France s Paris . <stop>
Shift left by one position to get the output
. . , .
Output - What is the capital of France ! The capital of

France is Paris .<stop>



How to Implement?

What is the capital of France ? The capital of France is Paris . <stop:

Large Lgnguage Models

<start> What is the capital of France ! The capital of France is Paris

In actual matrix computation¥implementation is based on matrices, we
compute the losses tg every token|on the output side
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Loss Masking

What is the capital of France ? The capital of France is Paris . <stop:

Large Language Models

<start> What is the capital of France ! The capital of France is Paris

loss list = [L(what), L(is), L(the), ....., L(Paris), L(.), L(<stop>)]
Mask list=10, 0,0, ...., 1, 1, 1]
Cross entropy loss = sum(loss list * mask_list)
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Loss Masking

Sample code for loss masking

logits = logits.view(-1, vocab_size) # (batch*seg_len, vocab_size)
labels = labels.view(-1) # (batch*seg_len,)
mask.view(-1) # (batch*seqg_len,)

masked_loss = per_token_loss * mask

# Mean only over response tokens
loss = masked_loss.sum() / mask.sum()
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Inference Time

Large Language Models

<start> What is the capital of France ?

This is your prompt
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Inference Time
The

Large Language Models

<start> What is the capital of France ?
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Inference Time
The capital

Large Language Models

<start> What is the capital of France ! The
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Inference Time
The capital of

Large Language Models

<start> What is the capital of France ? The  capital
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Inference Time

The capital of <stop>

Large Language Models

<start> What is the capital of France ? The  capital

Generation stops when predicting <stop>
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What if We don’t do Loss Masking?

What is the capital of France ? The capital of France is Paris . <stop:

Large Language Models

<start> What is the capital of France ! The capital of France is Paris

1. Can the model still answer instructions given prompt?

2. What else can the model do?
The model can ask questions

It is ok to not mask for instruction tuning, which may or may not slightly hurt

performance (no definitive conclusion)
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Multi-Turn Instruction Tuning

Conversational Data

<User> How are you today!
<Assistant> I'm doing well, thank you! How can |
help you!?

<User> Can you tell me a joke?
<Assistant> Sure! Why did the math book look
sad? Because it had too many problems.

When fed to language model, it becomes one sequence:

<User> How are you today?\n<Assistant> I'm doing well, thank you! How can | help you? \n\n<User> Can you tell me a joke? \n<Assistant> Sure! Why did
the math book look sad?
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Multi-Turn Instruction Tuning

<User> How are you today?\n<Assistant> I'm doing well, thank you! How can | help you? \n\n<User> Can you tell me a joke? \n<Assistant> Sure! Why did
the math book look sad? <stop>

Large Language Models

T

<start> <User> How are you today?\n<Assistant> I'm doing well, thank you! How can | help you? \n\n<User> Can you tell me a joke? \n<Assistant> Sure!
Why did the math book look sad?

No different from before, still shift one token left to obtain output
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Multi-Turn Instruction Tuning

Large Language Models

T

<start> <User> How are you today?<user stop><Assistant> I'm doing well, thank you! How can | help you?<stop> <User> Can you tell me a joke?
<user stop><Assistant> Sure! Why did the math book look sad?<stop>

Stop token for each turn, so that each turn the model can automatically stop
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Inference time for ChatBot

Large Language Models

T

<start> <User> How are you today?<user stop>

Your prompt
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Inference time for ChatBot

Large Language Models

<start> <User> How are you today?<user stop><Assistant>

Actual prompt

Typically, each model has certain “templates” to transform the sequence
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Inference time for ChatBot

I'm doing well, thank you! How can | help you?<stop>

Large Language Models

<start> <User> How are you today?<user stop><Assistant>

24



Inference time for ChatBot

I'm doing well, thank you! How can | help you?<stop>

Large Language Models

T

<start> <User> How are you today?<user stop><Assistant> I'm doing well, thank you! How can | help you?<stop>
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Inference time for ChatBot

I'm doing well, thank you! How can | help you?<stop>

Large Language Models

T

<start> <User> How are you today?<user stop><Assistant> I'm doing well, thank you! How can | help you?<stop> <User> Can you tell me a joke?
<user stop><Assistant>
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Inference time for ChatBot

Sure! Why did the math

I'm doing well, thank you! How can | help you?<stop> book look sad? <stop>

Large Language Models

T

<start> <User> How are you today?<user stop><Assistant> I'm doing well, thank you! How can | help you?<stop> <User> Can you tell me a joke?
<user stop><Assistant>

So typically, other parts are all masked when predicting the loss

27



Inference time for ChatBot

Large Language Models

T

<start> <User> How are you today?<user stop><Assistant> I'm doing well, thank you! How can | help you?<stop> <User> Can you tell me a joke?
<user stop><Assistant>

Or, we only mask <user> <assistant> tags, not learning all contents, then
the chatbot can suggest questions each round
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Chatbot can ask questions if not
masking

Today

How are you today?

4:08 PM v

%) GPT-5-Chat

I'm doing great, thanks for asking! &

How about you? What's your day been like so far?
4:08 PM

(3 Share (@

@ @03-mini

Compare
Compare & @DeepSeek-R1-FW
Compare © @GPT-5

Speak I @ElevenLabs-v2.5-Turbo

It's been pretty good, just a regular day so far.

My day is going well, I'm just relaxing at the moment.

N2 N 7 N N R N 2

It's been busy, but productive, how can | help you?
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Where to get the Instruction Tuning
Data

1. Source from existing NLP tasks
2. Human Annotation
3. Synthetic Generation
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Exiting NLP tasks

Summarization

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

Graffiti artist Banksy
is believed to be
behind [...]

Sentiment Analysis

Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1
to 5, I would give this a

Question Answering

I know that the answer to “What team did
the Panthers defeat?” is in “The Panthers
finished the regular season [...]"”. Can
you tell me what it is?

Multi-task training

Zero-shot generalization

Natural Language Inference

Suppose “The banker contacted the professors
and the athlete”. Can we infer that "The
banker contacted the professors"?
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Human Annotation

Step 1

Collect demonstration data
and train a supervised policy.

F "
A prompt is sample from v/

our prompt dataset. Explain reinforcement
learning to a 6 year old.

¢

A labeler demonstrates @

the desired output

behavior. _ A
We give treats and
punishments to teach...
SFT
.o
Vs A
This data is used to 0\\;)?:;0
fine-tune GPT-3.5 with L
supervised learning. V4

Step 2

Collect comparison data and
train a reward model.

A prompt and several {':.',
model outputs are Explain reinforcement
sampled. learning to a 6 year old.

(A o

In reinforcement Explain rewards...
learning, the

agentis...

& D)

In machine We give treats and
learning... punishments to
teach...

\. >

A labeler ranks the
outputs from best

to worst. Q’G’O’Q

RM
eo.__0
This data is used to o<)?$\0>o
train our reward model. ?SQ{

0-0-0-0

Step 3

Optimize a policy against the
reward model using the PPO
reinforcement learning algorithm.

A new prompt is A
sampled from Write a story
the dataset. about otters.
: PPO
The PPO model is °. _®
initialized from the N,
supervised policy. =

The policy generates

an output.

The reward model .RM.
calculates a reward ./)?.5\\.
for the output. B

The reward is used
to update the policy r k
using PPO.

ChatGPT uses human annotation in Step 1
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Thank You!
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