
1

Hidden Markov Models

Junxian He	
Nov 7, 2024

COMP 5212	
Machine Learning	
Lecture 17



Announcements
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1. Mid-term exam grades are out, we will hold a paper-check session 
next week	

2. Programming Assignment and HW3 will be out this week	
3. We have a makeup lecture today, 7pm-820pm, at Room 2303. 

Attendance is not required, zoom recording will be released



Review: Elimination Algorithm / 
Marginalization
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X1 X2 X3 X4

What if the random variables follow this chain structure?



Review: Markov Models
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Review: Markov Models



Review: Hidden Markov Models
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Hidden Markov Models
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Is  and  independent?OT O2



Hidden Markov Models
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Three Main Problems in HMMs
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HMM Algorithms

10



Evaluation Problem
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Forward Probability
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Forward Algorithm
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Can we do in the backward direction?

You will try this in your HW



Decoding Problem 1
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Backward Algorithm
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Why this initialization?

Can we compute  in a forward 
manner?
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Most Likely State vs. Most Likely Sequence

16

Are the solutions the same?



Decoding Problem 2
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Viterbi Decoding
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Viterbi Algorithm
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Can we do in the 
backward direction?



Computational Complexity
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Learning with EM
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You will derive the EM 
in your HW



If you still remember why we do EM 
in the first place…
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1. Intractable (no closed-form for the solution)	
2. Large variance in gradient descent

Expectation Maximization is to address the MLE optimization problem

Wait, HMM has closed-form likelihood?

Can we do MLE directly for HMM using gradient descent, without EM?



Thank You!
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