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Training	and	Test	Data
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Training	data	is	the	data	we	see	and	use	during	model	development

Test	data	is	not	observed	during	development



Bias-Variance	Tradeoff
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Suppose	the	data	is	generated	from	a	quadra*c	func*on	with	noise



Fi4ng	a	Linear	Model
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Error	=	𝔼x[(y − h(x))2]

The	best	linear	model	has	large	training	and	test	
errors	on	this	dataset



Fi4ng	a	Linear	Model
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Error	is	s*ll	large	when	we	
have	many	training	samples

Error	is	s*ll	large	when	we	
do	not	have	noise

Inherent	incapability	of	the	linear	model

Bias	of	a	model:	the	test	error	even	if	we	were	to	fit	to	a	very	large	training	dataset		



Fi4ng	a	Linear	Model
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Training	error	is	large	—	underfiWng



Fi4ng	5-th	Degree	Polynomials
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Zero	training	error Large	test	error

Training	error	is	small,	test	error	is	large	—	the	model	does	not	generalize

The	model	captures	spurious	features



Fi4ng	5-th	Degree	Polynomials
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Zero	training	error Large	test	error

A	complex	model	is	able	to	capture	various	pa\erns	in	the	small,	finite	training	
dataset	—	large	variance,	small	bias



Fi4ng	5-th	Degree	Polynomials
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Zero	training	error Large	test	error

What	if	we	have	enough	training	data?



Fi4ng	5-th	Degree	Polynomials
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Large	Variance	of	5-th	Degree	Model
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Intui*ve	Defini*on	of	the	Variance:	amount	of	varia*ons	across	models	learnt	on	
mul*ple	different	training	datasets	(drawn	from	the	same	underlying	distribu*on		



Training	vs.	Test	Error
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UnderfiWng OverfiWng



An	Example	of	Bias-Variance	
Tradeoff	in	Regression
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Mean	square	error	on	the	test	set



An	Example	of	Bias-Variance	
Tradeoff	in	Regression
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The	Double-Descent	Phenomenon
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Overparameteriza*on	is	very	successful	in	deep	learning,	but	is	s*ll	mysterious

This	figure	uses	#	parameters	to	
represent	model	complexity,	is	this	the	
best	measure?



Revisit	the	Train-Test	Mismatch
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The	training	/	test	empirical	distribu*ons	are	different	with	finite	
samples,	even	though	their	ground-truth	distribu*ons	are	the	same
In	prac*ce,	the	ground-truth	distribu*ons	may	be	different	Transfer	Learning

We	always	want	a	model	that	performs	well	on	unseen	data	(test	data)

When	a	model	performs	well	on	THE	unseen	data,	we	say	it	
generalizes	to	the	data	(but	not	any	unseen	data)

When	a	model	generalizes	well	to	many	unseen	distribu*ons,	we	say	it	is	robust



GPT-2
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Radford	et	al.	2018.	Language	Models	are	Unsupervised	Mul*task	Learners	

When	everything	is	in	training,	there	is	no	out-of-distribu*on	data



A	Transfer	Learning	Example
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Sanh	et	al.	2022.	Mul*task	Prompted	Training	Enables	Zero-Shot	Task	Generaliza*on

Prompts	break	the	task	boundary,	enabling	be\er	transfer



How	Do	We	Know	GeneralizaNon	in	PracNce
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We	don’t	have	test	data,	cannot	compute	test	error

Hold-out	or	Cross-valida*on



Hold-out	method
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In	case	of	gradient	descent,	we	can	observe	whether	the	
valida*on	error	increases

Valida*on	Error

Use	the	valida*on	dataset	to	
mimic	the	test	case



Drawback	of	Hold-Out	Method
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Valida*on	error	may	be	misleading	if	we	get	an	“unfortunate”	split

Valida*on	is	essen*ally	mimicking	the	test



Cross-ValidaNon

22



Drawback	of	Cross-ValidaNon
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Cannot	be	used	to	select	a	specific	model,	more	olen	
used	to	select	method	design,	hyperparameters,	etc.

Expensive

Hold-out	is	more	commonly	used	nowadays,	and	
the	valida*on	dataset	is	provided	in	advance



Hold-Out	Method
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Valida*on	is	essen*ally	mimicking	the	test,	always	try	to	pick	
valida*on	data	that	may	align	with	test	data,	unnecessarily	
to	hold	out	training	data	for	valida*on



Train,	ValidaNon,	Test
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Valida*on	dataset	is	another	set	of	pairs	{( ̂x(1), ̂y(1)), ⋯, ( ̂x(m), ̂y(m))}
Does	not	overlap	with	training	dataset	

Test	dataset	is	another	set	of	pairs	{(x̃(1), ỹ(1)), ⋯, (x̃(L), ỹ(L))}
Does	not	overlap	with	training	and	valida*on	dataset	

Completely	unseen	before	deployment

Realis*c	seWng



ValidaNon	is	Very	Important
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Track	underfiWng/overfiWng	(in	case	of	itera*ve	training)	

Decide	when	to	stop	training	

Select	hyperparameters
Hyperparameter	tuning

When	you	tune	hyperparameters	harder,	it	is	more	likely	the	valida*on	error	
would	mismatch	the	test	error,	because	you	are	overfiWng	on	the	valida*on

Hyperparameter	tuning	is	a	form	of	training



Good	ML	PracNce
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Do	not	look	at	or	evaluate	on	the	test	dataset

Always	track	the	training	and	valida*on	metrics/errors/losses

Many	people	are	implicitly	using	test	dataset	as	valida*on



Thank	You!	
Q	&	A
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