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Midterm	Exam
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March	20,	in-class	(3pm-420pm,	locaGons	TBA,	maybe	just	LTE)



Unsupervised	Learning
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Unsupervised	learning	is	typically	“harder”	than	supervised	learning

No	labels,	only	x	is	given



What	is	Clustering
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Similarity	is	subjecGve



Distance	Metrics
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K-Means	Clustering
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K-Means
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K-Means:	Step	1
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K-Means:	Step	2
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K-Means:	Step	3
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K-Means:	Step	4
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K-Means:	Step	5
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ObjecFve	of	K-Means
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Proof?

K-means	does	not	find	a	global	minimus	in	this	objecGve	(it	is	NP-Hard)



IniFalizaFon	of	Centers
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Results	are	sensiGve	to	the	iniGalizaGon



IniFalizaFon	of	Centers

15

Results	are	sensiGve	to	the	iniGalizaGon



IniFalizaFon	of	Centers
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Results	are	sensiGve	to	the	iniGalizaGon

2.	K-means++	algorithm	improves	the	iniGalizaGon	
1.	Try	out	mulGple	starGng	points	and	compare	the	objecGve



Model	SelecFon	of	K-Means	(or	
Unsupervised	Learning	in	General)
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Try	out	mulGple	starGng	points	and	compare	the	objecGve

This	is	unsupervised	metric

1. Compute	the	metric	on	training	set	or	test	set?	
2. For	unsupervised	learning,	what	is	the	difference	of	train	and	test?	
3. Is	it	reasonable	to	assume	the	test	input	(x)	is	given?	
4. If	now	I	give	you	some	data	examples,	ask	you	to	cluster	them.	Are	these	data	

training	or	test?	

SomeGmes	people	use	supervised	metrics	for	
validaGon,	which	is	not	strictly	unsupervised	learning
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ExpectaGon	MaximizaGon	(EM)



EM	for	Gaussian	Mixture	Model
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Given	a	training	set	{x(1), . . x(n)} No	Labels

We	have	discussed	the	supervised	
case	in	Gaussian	DiscriminaGve	Model

Modeling	data	distribuGon	is	a	fundamental	goal	in	ML,	not	necessarily	for	
classificaGon	



The	GeneraFve	Model

20

Z

X

Label

Data

p(z):	mulGnomial	,	k	
classes(e.g.	uniform)

(μ1, Σ1), (μ2, Σ2), . . . (μk, Σk)

We	assume	the	generaGve	process	as:

1.	For	each	data	point,	sample	its	label	
	from	p(z)zi

2.	Sample	xi ∼ N(μzi
, Σzi

)

Same	as	Gaussian	DiscriminaGve	Analysis,	but	Z	is	
observed	in	GDA

K	is	a	hyperparameter	based	on	our	assumpGon

Gaussian	Mixture	Model	(GMM)



Recap:	How	did	we	do	in	GDA?
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Binary	classificaGon:	y ∈ {0,1}, x ∈ Rd

AssumpGon



Recap:	How	did	we	do	in	GDA?
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The	GeneraFve	Model
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Z

X

Label

Data

p(z):	mulGnomial	,	k	
classes(e.g.	uniform)

(μ1, Σ1), (μ2, Σ2), . . . (μk, Σk)

We	assume	the	generaGve	process	as:

1.	For	each	data	point,	sample	its	label	
	from	p(z)zi

2.	Sample	xi ∼ N(μzi
, Σzi

)

Same	as	Gaussian	DiscriminaGve	Analysis,	but	Z	is	
observed	in	GDA

K	is	a	hyperparameter	based	on	our	assumpGon



Maximum	Likelihood	EsFmaFon	for	GMM
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Supervised:	

	argmaxϕ,μ,Σ log p(x, z)

Modeling	data	distribuGon	is	a	fundamental	goal	in	ML

Unsupervised:	

	argmaxϕ,μ,Σ log p(x)

PredicGon:	

	p(z |x) ∝ p(z)p(x |z)

How	to	compute	this?



Maximum	Likelihood	EsFmaFon	for	GMM
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1. Intractable	(no	closed-form	for	the	soluGon)	
2. Expensive	when	k	is	large	(if	you	want	to	do	gradient	descent)



Things	are	easy	when	we	know	z..	
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In	case	we	know	z

ExpectaGon	maximizaGon	is	to	infer	the	latent	variables	first	( 	here),	and	
maximize	the	likelihood	given	the	inferred	

z
z



ExpectaFon	MaximizaFon	for	GMM
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Repeat	unGl	convergence:	
{

Compute	the	posterior	distribuGon,	
given	current	parameters

No	parameter	change	in	E-step

}

update	parameters	using	current	p(z|x)



ExpectaFon	MaximizaFon
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Why	does	it	work?

What	is	its	relaGon	to	MLE	esGmaGon?

How	is	convergence	guaranteed?	

When	we	perform	EM,	what	is	the		real	objecGve	that	we	are	
opGmizing?



General	EM	Algorithm
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Let	Q	to	be	a	distribuGon	over	z

Jensen	inequality

This	lower	bound	holds	for	any	Q(z)



Jensen	Inequality
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For	a	convex	funcGon	 ,	and	f t ∈ [0,1]

f(tx1 + (1 − t)x2) ≤ tf(x1) + (1 − t)f(x2)

In	probability:

f(𝔼[X]) ≤ [ f(X)]

If	 	is	strictly	convex,	then	equality	holds	only	when	X	is	a	constantf



Evidence	Lower	Bound	(ELBO)
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Because	the	log	likelihood	is	intractable,	people	onen	
opGmize	its	lower	bound	instead

Why	opGmizing	lower	bound	works?	How	to	choose	Q(z),	why	we	
computed	posterior	in	the	E	step,	what	is	the	benefit?

ELBO



Thank	You!	
Q	&	A
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