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Recap:	Probabilis/c	Graphical	Models
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More	formal	definiEon:



Probabilis/c	Graphical	Model	is	a	
graphical	language	to	express	
condi/onal	independence
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Condi/onally	Independent	Observa/ons
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Model	parameters

Data	{X1,	X2	….	Xn}



“Plate”	Nota/on
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Example:	Gaussian	Model
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Observed	Variable	and	Latent	
Variable	Nota/ons
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We	typically	use	gray	variables	to	denote	observed	variables



Gaussian	Mixture	Model		/	Gaussian	
Discrimina/ve	Analysis	in	PGMs
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Inference	and	Learning
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Query	a	node	(random	
variable)	in	the	graph



Examples
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In	pracEce,	the	observed	variable	is	oYen	the	data	that	is	on	the	leaf	nodes



How	to	Learn	the	Parameters
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1.	When	 	is	the	parameter	and	does	not	have	prior	—>	MLEθ

p(x, z; θ)

2.	When	we	add	the	prior	over	 	—>	MAP	(Bayesian)θ

p(x, z, θ)



How	to	do	MLE	on	Latent	Variable	Models?
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ExpectaEon	MaximizaEon!

The	E-step	computes	the	posterior	distribuEon	p(z|x)

This	process	is	referred	to	as	inference



Approaches	to	Inference
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VariaEonal	Autoencoders



Elimina/on	Algorithm/
Marginaliza/on
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X1 X2 X3 X4

What	if	the	random	variables	follow	this	chain	structure?



Hidden	Markov	Models
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i.i.d	to	sequen/al	data
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(SequenEal	data	is	sEll	i.i.d	on	the	sequence	level)



Markov	Models
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Markov	Models
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Markov	Models
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Hidden	Markov	Models
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Hidden	Markov	Models
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Is	 	and	 	independent?OT O2



Hidden	Markov	Models
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HMM	Example
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HMM	Example
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QuesEon

1.	How	likely	is	the	sequence	given	our	model?
This	is	the	evaluaEon	problem	in	HMMs

2.	What	porEon	of	the	sequence	was	generated	with	the	fair	die,	and	
what	porEon	with	the	loaded	die
This	is	the	decoding	quesEon	in	HMMs

3.How	“loaded”	is	the	loaded	die?	How	“fair”	is	the	fair	die?	How	oYen	
does	the	casino	player	change	from	fair	to	loaded,	and	back?

This	is	the	learning	quesEon	in	HMMs



State	Space	Representa/on
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Three	Main	Problems	in	HMMs
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HMM	Algorithms
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Evalua/on	Problem
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Forward	Probability
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Forward	Algorithm
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Decoding	Problem	1
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Backward	Algorithm
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Most	Likely	State	vs.	Most	Likely	Sequence
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Are	the	soluEons	the	same?



Decoding	Problem	2
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Viterbi	Decoding
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Viterbi	Algorithm
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Can	we	do	in	the	
backward	direcEon?



Computa/onal	Complexity
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Learning	with	EM
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You	will	derive	the	EM	
in	your	HW



Thank	You!	
Q	&	A
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