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Reminder
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1. Programming	HW	is	due	today	
2. We	will	have	HW4	released	this	week,	all	mulH-choice	quesHons,	

helping	you	review	the	contents	in	this	semester



Markov	Decision	Process
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RL	Example	-	gridworld
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RL	Example	-	gridworld
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Is	this	policy	opHmal?



RL	Example	-	gridworld
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OpHmal	policy	given	a	reward	of	-2	per	step



RL	Example	-	gridworld
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OpHmal	policy	given	a	reward	of	-0.5	per	step

What	would	be	the	algorithm	to	find	the	opHmal	policy	automaHcally?



Discounted	Reward
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Key	Challenges
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RL:	ObjecDve	funcDon
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Value	FuncDon
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Recursive	form



Solve	Value	FuncDon
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Given	R,	transiHon	funcHon	p,	and	policy	 ,	we	can	uHlize	this	
equaHon	to	solve	V(s)	for	any	s

π(s)

How?

Suppose	the	state	size	is	finite	|S|,	you	have	|S|	linear	
equaHons	with	|S|	variables	



OpDmal	value	funcDon	and	policy
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Value	IteraDon
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A\er	finding	the	opHmal	value	funcHon,	we	can	find	the	opHmal	policy



Value	IteraDon:	Convergence

15



Policy	IteraDon
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Both	value	iteraHon	and	policy	iteraHon	are	standard	algorithms	for	
solving	MDPs,	there	isn’t	universal	agreement	over	which	is	be`er

Linear	equaHon	system



Learning	a	Model	for	an	MDP
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State	transiHon	 	and	reward	funcHon	R(s,	a)	are	unknown	in	pracHcep(s′ |s, a)

Suppose	we	have	a	number	of	trials:

Similarly	we	can	esHmate	R(s,	a)	to	be	the	the	average	reward	observed	at	state	s	with	acHon	a



Finding	the	OpDmal	Policy
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ConDnuous	State
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ConHnuous	states	are	common,	e.g.,	using	(x,	y)	coordinates	and	
velocity	to	express	the	state	of	a	car

DiscreHzaHon

Dimensions	are	high	when	we	have	several	states



Value	FuncDon	ApproximaDon
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Learn	a	funcHon		fθ(s) : s → V(s)

Similar	to	supervised	learning,	 	could	be	a	neural	networkfθ(s)

1.	Randomly	sample	n	states	s(1), s(2), s(3) . . .
Want	to	compose	a	training	
dataset,	next	is	to	esHmate	V(s)	
for	these	n	points

2.	For	every	state,	repeat	value	iteraHon	to	approximate	V(s(i))

3.	Now	we	have	a	supervised	dataset	to	train	fθ(s)



Learning	a	Proxy	Model
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Policy	is	a	funcHon	parameterized	by	 :	θ πθ

	is	the	trajectory	from	τ = (s0, a0, s1, a1, . . . , sT−1, aT−1, sT) πθ
	is	a	random	variableτ

Total	payoff	for	the	policy	is:

ηθ = 𝔼τ∼pθ
[

T−1

∑
t=0

γtR(st, at)]

We	want	to	opHmize	 	to	maximize	θ η

	contains	the	policy	and	the	transiHon	p(s’	|	s,	a)pθ



Policy	Gradient
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ηθ = 𝔼τ∼pθ
[

T−1

∑
t=0

γtR(st, at)]

We	define	

ConnecHon	to	VAE?	ReparameterizaHon	trick?



Policy	Gradient
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Can	be	approximated	using	MC	sampling

Policy	gradient	is	a	commonly	used	method	to	propagate	
gradients	through	discrete	variables



Policy	Gradient
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What	is	∇θlog Pθ(τ)



A	Lemma
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Policy	Gradient
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Loss	does	not	mean	much,	and	you	should	only	care	about	the	return



Learning	Policy	and	Value	FuncDon	Together
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1. Perform	a	number	of	trials	from	policy	 	to	get	all	the	trajectory	
2. Update	the	policy	with	the	current	value	funcHon	
3. Compute	the	expected	reward	for	each	state	in	the	trajectories	
4. Supervised	training	to	train	the	value	funcHon	

πθ

Repeat{

}

Reward	models	are	o\en	trained	in	advance



Model	for	the	Environment
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Model-based	Reinforcement	Learning

1. InteracHon	with	real	environment	can	be	slow	
2. InteracHon	with	real	environment	can	be	risky



Taxonomy	of	RL
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h`ps://spinningup.openai.com/en/latest/spinningup/rl_intro2.html#part-2-kinds-of-rl-algorithms


